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a b s t r a c t

A new time-domain modal identification method of the linear time-invariant system

driven by the non-stationary Gaussian random force is presented in this paper. The

proposed technique is based on the multivariate continuous time autoregressive

moving average (CARMA) model. This method can identify physical parameters of a

dynamic equation into the CARMA model, and subsequently rewrite it in the state-space

form. Second, we present the exact maximum likelihood estimators of parameters of the

continuous time autoregressive (CAR) model by virtue of the Girsanov theorem, under

the assumption that the uniformly modulated function is approximately equal to a

constant matrix over a very short period of time. Then, based on the relation between

the CAR model and the CARMA model, we present the exact maximum likelihood

estimators of parameters of the CARMA model. Finally, the modal parameters are

identified by the eigenvalue analysis method. Numerical results show that the method

we introduced here not only has high precision and robustness, but also has very high

computing efficiency. Therefore, it is suitable for real-time modal identification.

& 2010 Elsevier Ltd. All rights reserved.
1. Introduction

In the field of engineering structures, identifying structural modal parameters or physical parameters means extracting
the structural information from both the structural excitation and the response data or only from the response data.
However, the random excitation in an ambient vibration test, which acts on bridges and large buildings, is usually too
complicated to be known or measured, so one has to determine the modal parameters from the response data.

In the last several decades, a series of mature methods have been presented for modal identification subject to the
stationary ambient excitation, but that is not the case for non-stationary situations. Up to now, the better and widely
applied methods for non-stationary situations focus mainly on the time domain and the time–frequency analysis domain.
These methods have their merits in extracting modal parameters from the measured data. In this paper, we discuss mainly
the modal identification methods in time domain. The mature time-domain methods are mainly based upon the time
series models and the structural inversion algorithm.

As a powerful technique for analyzing non-stationary signals, the autoregressive integrated moving average (ARIMA)
model has been widely used in a variety of engineering subjects. To use this method, at first we need to carry out the
difference operation with the non-stationary time series till the resulting series is stationary and thus constant ARMA
ll rights reserved.
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model coefficients are obtained by the model identification. However, the corresponding relationship of
parameters between the structural dynamic model and the ARMA model is quite complicated, especially for the MDOF
system.

In Refs. [1–3], Li, Chen and Joo et al. discussed the structural inversion algorithm of the LTI system subject to the
ambient excitation. The method can estimate both system parameters and inputs by the recursive algorithm. Nevertheless,
the method is computationally intensive due to its iterative nature, and it is unpractical for applications.

Because the response of the system subject to the non-stationary excitation is non-stationary too, it is appropriate to
study it with both the ARMA model with non-stationary stochastic error and the continuous time-varying ARMA model
(TARMA). Sakellariou and Fassois discussed the ARMA model with non-stationary stochastic error in Ref. [4]. Liu [5] built
the link between the continuous time-varying ARMA model and the discrete time-varying ARMA model. Poulimenos and
Fassois [6] gave an overall view of methods on identifying parameters of the discrete time-varying ARMA model. Based on
it, Jachan et al. [7] presented a new time–frequency ARMA model for non-stationary signals. The TARMA model differs
from their conventional, stationary, counterparts in that their parameters are time-dependent. Methods based upon them
are known to offer a number of potential advantages, such as representation parsimony; improved accuracy; improved
resolution; improved tracking of the time-varying dynamics; flexibility in analysis; capturing directly the underlying
structural dynamics responsible for the non-stationary behavior. Inevitably, these methods suffer also from, such as, the
complication of the corresponding relationship between the continuous and discrete ARMA models and the iterative
nature in computation.

Besides, some researchers presented some time-domain modal identification methods from different aspects. Toolan
[8] presented a random subspace method for the system subject to the non-stationary excitation. Mohanty [9] improved
the Ibrahim method when the system is driven by the harmonic excitation.

This paper presents a new efficient time-domain identification procedure to identify the physical parameters and the
dynamic characteristics of a structural system, namely, the stiffness, damping, natural frequencies, modal damping ratios,
and modal shapes, by using the continuous time autoregressive moving average model under the non-stationary ambient
excitation. These models will be introduced in Section 2, we also give a brief exposition of their state space forms. Section 3
transforms the structural dynamic equation of the system into the continuous time autoregressive moving average model.
Section 4, which provides the main contributions of this paper, presents the estimator of the uniformly modulated function
and the exact maximum likelihood estimators of parameters. Section 5 demonstrates the applicability of the method by
numerical simulations. Some conclusions are presented in Section 6.

2. Multivariate Gaussian CARMA process
Definition 2.1. An n-dimensional continuous-time Gaussian autoregressive moving average (CARMA) process (for more
details, see [10]) of order p,q (0rqop) is defined symbolically to be a solution of the stochastic differential equation

AðDÞXðtÞ ¼ JðtÞþr0ðtÞDWðtÞþ � � � þrqðtÞD
qþ1WðtÞ, (1)

where AðDÞ ¼ InDpþA1Dp�1þ � � � þAp, Ai ði¼ 1, . . . ,pÞ is the n�n matrix, In is an n-dimensional identity matrix, the
operator D denotes differentiation with respect to t; JðtÞ and riðtÞ (i=0,y,q) are the n-dimensional column vector and the
n�n non-singular matrix, respectively. riðtÞ is called the uniformly modulated function, riðtÞ ¼ 0 (i=q+1,y,p).
fWt ,F t;0rto1g is an n-dimensional Brownian motion. Since DiWðtÞ ði¼ 1, . . . ,qþ1Þ does not exist, we give meaning
to Eq. (1) by rewriting it as the observation and state equations:

XðtÞ ¼ ðIn,0, . . . ,0ÞYðtÞþb0ðtÞdWðtÞ, (2)

dYðtÞ ¼AYðtÞdtþ JðtÞdtþCðtÞdWðtÞ, (3)

where YðtÞ ¼ ðYT
0ðtÞ, . . . ,Y

T
p�1ðtÞÞ

T denotes an np-dimensional column vector, YiðtÞ (i=0,y,p�1) is an n-dimensional column
vector, superscript T denotes transposition, b0ðtÞ ¼ rpðtÞ,

A¼

0 In 0 � � � 0

0 0 In � � � 0

^ ^ ^ � � � ^

0 0 0 � � � In

�Ap �Ap�1 �Ap�2 � � � �A1

0BBBBBB@

1CCCCCCA,

and CðtÞ ¼ ðbT
1ðtÞ, . . . ,b

T
pðtÞÞ

T, where

b1ðtÞ ¼ rp�1ðtÞ�A1b0ðtÞ,

b2ðtÞ ¼ rp�2ðtÞ�A2b0ðtÞ�A1b1ðtÞþ f2
db1ðtÞ

dt

� �
,



ARTICLE IN PRESS

X.L. Du, F.Q. Wang / Journal of Sound and Vibration 329 (2010) 4294–43124296
b3ðtÞ ¼ rp�3ðtÞ�A3b0ðtÞ�A2b1ðtÞ�A1b2ðtÞþ f3
db1ðtÞ

dt
,
db2ðtÞ

dt

� �
,

^

bpðtÞ ¼ r0ðtÞ�Apb0ðtÞ�Ap�1b1ðtÞ� � � ��A1bp�1ðtÞþ fp
db1ðtÞ

dt
, . . . ,

dbp�1ðtÞ

dt

� �
,

where f2ðdb1ðtÞ=dtÞ is the function with respect to db1ðtÞ=dt.

The state-space model is also called the undetermined coefficient model (see [11]).
The stochastic differential equation (3) has the following strong solution (see Ref. [12, Section 5.6]):

YðtÞ ¼ eAðt�t0ÞYðt0Þþ

Z t

t0

eAðt�sÞJðsÞdsþ

Z t

t0

eAðt�sÞCðsÞdWðsÞ, (4)

where eAt ¼ Inþ
P1

k ¼ 1ðAtÞk=k!, t0 denotes the initial time. For a special circumstance t0=0, we have

YðtÞ ¼ eAtYð0Þþ
Z t

0
eAðt�sÞJðsÞdsþ

Z t

0
eAðt�sÞCðsÞdWðsÞ: (5)

Assuming that the initial state Y(0) has an n-dimensional normal distribution and is independent of W(t), then the
response process Y(t) is Gaussian too and it is completely defined from a probabilistic point of view by the knowledge of
the statistics up to second order, i.e. the mean vector and the covariance matrix. The mean vector and covariance matrix,
for every 0rto1, are expressed as

EðYðtÞÞ ¼ eAtEðYð0ÞÞþ

Z t

0
eAðt�sÞJðsÞds,

VarðYðtÞÞ ¼ eAt VarðYð0ÞÞeATtþ

Z t

0
eAðt�sÞCðsÞCT

ðsÞeAT
ðt�sÞ ds:

Let SðtÞ ¼ YðtÞ�EðYðtÞÞ, then

dSðtÞ ¼ dYðtÞ�d eAtEðYð0ÞÞþ

Z t

0
eAðt�sÞJðsÞds

� �
¼ dYðtÞ�AeAtEðYð0ÞÞdt�JðtÞdt

�

Z t

0
AeAðt�sÞJðsÞds

� �
dt¼AYðtÞdtþJðtÞdtþCðtÞdWðtÞ�AeAtEðYð0ÞÞdt�JðtÞdt

�

Z t

0
AeAðt�sÞJðsÞds

� �
dt¼A YðtÞ�eAtEðYð0ÞÞ�

Z t

0
eAðt�sÞJðsÞds

� �
dtþCðtÞdWðtÞ

¼ A½YðtÞ�EðYðtÞÞ�dtþCðtÞdWðtÞ ¼ASðtÞdtþCðtÞdWðtÞ:

For notational convenience, we still denote the difference YðtÞ�EðYðtÞÞ as Y(t), so one can obtain the concisely stochastic
differential equation

dYðtÞ ¼ AYðtÞdtþCðtÞdWðtÞ: (6)

Therefore, in later sections, we always assume that Y(t) satisfies Eq. (6).
When the order q in the CARMA(p,q) model is zero, the CARMA(p,q) model is also called the CAR(p) model.

3. The CARMA representation of a vibratory system

The structural dynamic equation of an MDOF vibratory system excited by an unknown random Gaussian force can be
expressed as

M €XðtÞþC _XðtÞþKXðtÞ ¼ uðtÞ, (7)

where (M, C and K are the n�n mass, damping and stiffness matrices, respectively; €XðtÞ, _XðtÞ and XðtÞ are n�1 vectors of
acceleration, velocity and displacement, respectively, and u(t) denotes the n�1 external loading vector.

The ultimate goal of modal analysis is to identify the modal parameters of the system, and then to provide the basis for
the vibration characteristics analysis, fault diagnosis, prediction of the structural system and the optimal design of the
structural dynamic characteristics. However, in practical engineering applications, structural dynamic modification and
dynamic design are all implemented through the physical parameters rather than modal parameters. So in order to meet
the structural needs, we eventually need to measure the physical parameters of the structure.In many cases of practical
interest, the masses of a system can be estimated more accurately. Hence, we assume that the mass matrix M is known,
and only K and C need to be identified, and we assume the system is excited by wind load.

In Ref. [13], Harris presented the expression of wind load at height z,

Pðz,tÞ ¼ vðzÞþvf ðtÞ,
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where vðzÞ is the mean wind velocity at height z and vf(t) denotes the pulsation wind. The inherent non-stationarity of
wind load means the non-stationarity of vf(t). In general cases, vf(t) is Gaussian too.

If the random excitation is a non-stationary random perturbation (noise), then vf(t) can be written by
vf ðtÞ ¼ l1ðtÞþZðtÞDWðtÞ, where l1ðtÞ denotes the trend term of the random excitation. Based on vf(t) and the expression
of P(z,t), one can obtain

Pðz,tÞ ¼ lðz,tÞþZðtÞDWðtÞ, (8)

where lðz,tÞ is the combination of vðzÞ and l1ðtÞ.
By virtue of Eq. (8), the non-stationary random excitation vector u(t) in Eq. (7) can be expressed by

uðtÞ ¼ kðtÞþgðtÞDWðtÞ, where kðtÞ is a column vector, {W(t)} is an n-dimensional Brownian motion and gðtÞ is assumed
to be a non-singular matrix. So Eq. (7) becomes

M €XðtÞþC _XðtÞþKXðtÞ ¼ kðtÞþgðtÞDWðtÞ:

If random excitation is covariance non-stationary, it is natural to think of describing it by a continuous time MA model
due to the time dependence of the MA model. If we further restrict the order of the MA model to 1, then the structural
dynamic equation can be expressed as

€XðtÞþA1
_XðtÞþA2XðtÞ ¼ kðtÞþg0ðtÞDWðtÞþg1ðtÞD

2WðtÞ: (9)

The above conclusion shows that under some restricted conditions, the structural dynamic equation is essentially a
CARMA model. Once the parameters of the CARMA model are identified, we can obtain the modal parameters by the
eigenvalue analysis method.

The CARMA model differs from the traditional time series models in that it is a continuous time ARMA model, and it
overcomes the deficiencies, such as the lower computing efficiency, the strong dependence on initial parameters and the
higher complexity on the MDOF system, of the discrete time ARMA models.

4. Parameter estimation

In order to give a more full understanding on the modal identification method of the CARMA model, we first introduce
the simpler one of the CAR model.

4.1. Parameter estimation for the CAR model

4.1.1. Parameter estimation when rðtÞ is an identity matrix

The following method was presented firstly by Brockwell et al. [14] in 2007. In his paper, the estimation of parameters
of the simple degree-of-freedom system was presented under the assumption that the uniformly modulated function is a
constant. In this section, we extend the method to the case of an MDOF system.

Eq. (6) can be expressed as

dY0ðtÞ ¼ Y1ðtÞdt,

dY1ðtÞ ¼ Y2ðtÞdt,

^

dYp�2ðtÞ ¼ Yp�1ðtÞdt,

dYp�1ðtÞ ¼ ½�ApY0ðtÞ� � � � �A1Yp�1ðtÞ�dtþdWðtÞ: (10)

We see from the first p�1 rows of Eq. (10) that Yj(t) (j=0,y,p�2) is the function with respect to both Yp�1(t) and the
initial state. Assume that the initial state is expressed by Yð0Þ ¼ ðyT

0, . . . ,yT
p�1Þ

T, the last equation in Eq. (10) can be written in
the form like

dYp�1ðtÞ ¼GðYp�1,tÞdtþdWðtÞ, (11)

where GðYp�1,tÞ is an n-dimensional function with respect to fYp�1ðsÞ,0rsrtg.
Now let us begin with an n-dimensional Brownian motion W(t) (with Wð0Þ ¼ yp�1) defined on the probability space

ðC½0,T�n,BðC½0,T�nÞ,Pyp�1
Þ. For trT, let F t ¼ sðWðsÞ,srtÞ3N , where N is the s�algebra of Pyp�1

�null sets of BðC½0,T�nÞ.
Equations

dZ0ðtÞ ¼ Z1ðtÞdt,

dZ1ðtÞ ¼ Z2ðtÞdt,

^
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dZp�2ðtÞ ¼ Zp�1ðtÞdt,

dZp�1ðtÞ ¼ dWðtÞ,

with Z(0)=Y(0), clearly have the unique strong solution. Indeed, by Definition 5.2.3 of Karatzas and Shreve (see [12]), for
any two processes Zð1Þp�1ðtÞ and Zð2Þp�1ðtÞ satisfying the above equation, we may observe that

ZðiÞp�1ðtÞ ¼ yp�1ð0ÞþWðtÞ, 0rtrT , i¼ 1,2,

which means Zð1Þp�1ðtÞ ¼ Zð2Þp�1ðtÞ, a.s.
Obviously, GðZp�1,tÞ is adapted to the filtration F t . One can also verify that

R T
0 JGðZp�1,tÞJ2 dto1 almost surely, where

the notation J � J represents the Euclidean norm of a vector. Let

Lt9exp

Z t

0
ðGðZp�1,sÞÞT dWðsÞ�

1

2

Z t

0
JGðZp�1,sÞJ2 ds

� �
,

then Lt is a martingale under probability measure Pyp�1
, so the Girsanov Theorem 3.5.1 (see [12]) implies that, under the

probability ~PT given by d ~PT=dPyp�1
¼ LT , the process

~WðtÞ9WðtÞ�

Z t

0
GðZp�1,sÞds, 0rtrT

is an n-dimensional Brownian motion. Hence by Propositions 5.3.6 and 5.3.10 of Karatzas and Shreve (see [12]), we see that
Eq. (6) with initial condition Y(0) have, for 0rtrT , the weak solutions ðZp�1ðtÞ, ~WðtÞÞ and (Y(t), W(t)), and the weak
solutions are unique in law, and by Theorem 10.2.2 of Stroock and Varadhan (see [15]), they are non-explosive.

If f is a bounded measurable functional on C[0,T]n, then

~Ef ðZp�1Þ ¼ Eyp�1
½f ðZp�1ÞLT � ¼

Z
f ðxÞLT ðxÞdPyp�1

ðxÞ:

In other words, LT is the density, conditional on yp�1, of Yp�1(t) with respect to measure Pyp�1
. If we can observe Yp�1, then

we could compute the conditional maximum likelihood estimators of the unknown parameters by maximizing LT.
Estimators via this method are called exact maximum likelihood estimators.

For the CAR(p) process defined by Eq. (6), denoting the realized state process on [0,T] by
fyðsÞ ¼ ðzT

0ðsÞ, . . . ,z
T
p�1ðsÞÞ

T,0rsrTg, we have

logLT ¼

Z T

0
GT dzp�1ðsÞ�

1

2

Z T

0
GT G ds: (12)

Differentiating Eq. (12) with respect to A1,y,Ap and setting the derivatives equal to zero give the exact maximum
likelihood estimators of parameters:

dðA1, . . . ,ApÞ ¼�

Z T

0
dzp�1ðz

T
p�1, . . . ,zT

0Þ

� � Z T

0
ðzT

p�1, . . . ,zT
0Þ

T
ðzT

p�1, . . . ,zT
0Þdt

� ��1

: (13)

4.1.2. Estimation for rðtÞ
For many non-stationary cases, the uniform modulated function rðtÞ is not an identity matrix, so it is necessary to

estimate rðtÞ firstly.
Eq. (4) can be written in the following form:

YðtÞ�eAðt�t0ÞYðt0Þ ¼

Z t

t0

eAðt�sÞCðsÞdWðsÞ: (14)

For any h40, replacing t with t+h and t0 with t, squaring and taking expectation on both sides of Eq. (14), we have

EðYðtþhÞ�eAhYðtÞÞðYðtþhÞ�eAhYðtÞÞT ¼

Z tþh

t
eAðtþh�sÞCðsÞCT

ðsÞeAT
ðtþh�sÞ ds¼

Z h

0
eAðh�uÞCðuþtÞCT

ðuþtÞeAT
ðh�uÞ du:

(15)

Since the interest here is to discuss the modal identification of structural systems, we only need to identify the
parameters of the CAR(2) model. For the CAR(2) model,

A¼
0 In

�A2 �A1

 !
, CðtÞ ¼

0

rðtÞ

 !
:

Let

eAðh�uÞ ¼
H11ðh�uÞ H12ðh�uÞ

H21ðh�uÞ H22ðh�uÞ

 !
,
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where Hij ði,j¼ 1,2Þ is the n-dimensional square matrix, then Eq. (15) can be written as

EðYðtþhÞ�eAhYðtÞÞðYðtþhÞ�eAhYðtÞÞT ¼

R h
0 H12rðuþtÞrTðuþtÞHT

12 du
R h

0 H12rðuþtÞrTðuþtÞHT
22 duR h

0 H22rðuþtÞrTðuþtÞHT
12 du

R h
0 H22rðuþtÞrTðuþtÞHT

22 du

0@ 1A: (16)

Generally, the uniformly modulated function rðtÞ is continuous on the observed interval [0,T], therefore,
there exists a sequence {ti} of real numbers with 0¼ t0ot1o � � �otk ¼ T which can divide [0,T] into k

consecutive subintervals T1,y,Tk, and rðtÞ is considered as nearly constant matrix (denoted as rðtiÞ) on the subinterval
Ti (i=1,y,k).

Now let us consider the ith subinterval Ti. Given h40 and h-0, we can divide Ti into m¼ jTij=h consecutive sub-
subintervals ½ti,tiþh�, . . . ,½tiþðm�1Þh,tiþmh�. For sub-subintervals ½ti,tiþh�, . . . ,½tiþðm�1Þh,tiþmh�, the right side terms of
Eq. (16) are identical and are the function with respect to rðtiÞ, so the expectation of Eq. (16) can be estimated by the
corresponding sample moment, namely,

Pm
j ¼ 1ðYðtiþ jhÞ�eAhYðtiþðj�1ÞhÞÞðYðtiþ jhÞ�eAhYðtiþðj�1ÞhÞÞT

m
9

V11 V12

V21 V22

 !
:

Therefore, on the interval Ti, the estimator of Eq. (16) is

dR h
0 H12rðtiÞrTðtiÞH

T
12 du

R h
0 H12rðtiÞrTðtiÞH

T
22 duR h

0 H22rðtiÞrTðtiÞH
T
12 du

R h
0 H22rðtiÞrTðtiÞH

T
22 du

0@ 1A ¼ V11 V12

V21 V22

 !
: (17)

However, rðtiÞ only contains n�n parameters, while Eq. (17) contains 2n�2n equations, which will lead to redundance.
Therefore, only by solving the following equation can obtain the estimator of rðtiÞ:Z h

0
H22rðtiÞrTðtiÞH

T
22 du¼V22: (18)

Obviously, Eq. (18) is a nonlinear function of the parameter rðtiÞ, so a nonlinear algorithm is needed. The following are
only several computing formulas for some especial cases in practical applications.

1. rðtiÞ is a diagonal matrix.
The assumption applies to the case that the random excitation is space-uncorrelated.
Assuming rðtiÞ ¼ diagðs1, . . . ,snÞ is a constant matrix on the interval Ti. If we choose the diagonal elements ofR h

0 H22rðtiÞrTðtiÞH
T
22 du to construct a column vector, and the diagonal elements of V22 to construct the column vector

(v11,y,vnn)T, then from Eq. (18), we have

v11

v22

^

vnn

0BBB@
1CCCA¼

R h
0 h2

11 du
R h

0 h2
12 du � � �

R h
0 h2

1n duR h
0 h2

21 du
R h

0 h2
22 du � � �

R h
0 h2

2n du

^ ^ � � � ^R h
0 h2

n1 du
R h

0 h2
n2 du � � �

R h
0 h2

nn du

0BBBBB@

1CCCCCA
s2

1

s2
2

^

s2
n

0BBBB@
1CCCCA, (19)

where hij ¼ hijðh�uÞ ði,j¼ 1, . . . ,nÞ denotes the (i,j)th element of H22. Therefore, from Eq. (19), one can obtain the estimator
of r2ðtiÞ on the interval Ti:

bs2
1bs2
2

^bs2
n

0BBBBB@

1CCCCCA¼
R h

0 h2
11 du

R h
0 h2

12 du � � �
R h

0 h2
1n duR h

0 h2
21 du

R h
0 h2

22 du � � �
R h

0 h2
2n du

^ ^ � � � ^R h
0 h2

n1 du
R h

0 h2
n2 du � � �

R h
0 h2

nn du

0BBBBB@

1CCCCCA
�1

v11

v22

^

vnn

0BBB@
1CCCA: (20)

In the above computation process, we need to know the sub-matrix H22 of eAh, which is unknown because
A is an unknown parameter. However, when h tends to 0 and A has the form in Section 3, eAh is nearly a constant
matrix. So we can use the raw estimator of A obtained in Section 4.1.1 as the initial value to compute eAh, then obtain the
estimator of rðtiÞ from the above equation. Finally, the estimator of rðtÞ can be obtained by spline interpolation ofbrðtiÞ ði¼ 1, . . . ,kÞ.

2. rðtiÞ is a special block diagonal matrix.
The assumption applies to the case that the random excitation is space-correlated.



ARTICLE IN PRESS

X.L. Du, F.Q. Wang / Journal of Sound and Vibration 329 (2010) 4294–43124300
Assuming rðtiÞ is expressed as
s1 0 � � � 0

s2 0 � � � 0

^ ^ � � � ^

sl 0 � � � 0

slþ1 0 � � � 0

^ ^ � � � ^

s2l 0 � � � 0

&

sjlþ1 0 � � � 0

^ ^ � � � ^

sn 0 � � � 0

0BBBBBBBBBBBBBBBBBBBBB@

1CCCCCCCCCCCCCCCCCCCCCA

,

where the main diagonal of rðtiÞ includes j¼modðn,lÞ or j¼modðn,lÞþ1 sub-matrices.
Let

C ¼

R h
0 h2

11 du � � �
R h

0 h2
1n du 2

R h
0 h11h12 du ...

^ � � � ^ ^ � � �R h
0 h2

n1 du � � �
R h

0 h2
nn du 2

R h
0 hn1hn2 du � � �R h

0 h11h21 du � � �
R h

0 h1nh2n du
R h

0 ðh12h21þh11h22Þdu � � �

^ � � � ^ ^ � � �R h
0 h11hn1 du � � �

R h
0 h1nhnn du

R h
0 ðh12hn1þh11hn2Þdu � � �R h

0 h21h31 du � � �
R h

0 h2nh3n du
R h

0 ðh22h31þh21h32Þdu � � �

^ � � � ^ ^ � � �R h
0 h21hn1 du � � �

R h
0 h2nhnn du

R h
0 ðh22hn1þh21hn2Þdu � � �

^ � � � ^ ^ � � �R h
0 hðn�1Þ1hn1 du � � �

R h
0 hðn�1Þnhnn du

R h
0 ðhðn�1Þ2hn1þhðn�1Þ1hn2Þdu � � �

0BBBBBBBBBBBBBBBBBBBBBBBB@
2
R h

0 h11h1n du
R h

0 2h12h13 du � � �

^ ^ � � �

2
R h

0 hn1hnn du
R h

0 2hn2hn3 du � � �R h
0 ðh1nh21þh11h2nÞdu

R h
0 ðh13h22þh12h23Þdu � � �

^ ^ � � �R h
0 ðh1nhn1þh11hnnÞdu

R h
0 ðh13hn2þh12hn3Þdu � � �R h

0 ðh2nh31þh21h3nÞdu
R h

0 ðh23h32þh22h33Þdu � � �

^ ^ � � �R h
0 ðh2nhn1þh21hnnÞdu

R h
0 ðh23hn2þh22hn3Þdu � � �

^ ^ � � �R h
0 ðhðn�1Þnhn1þhðn�1Þ1hnnÞdu

R h
0 ðhðn�1Þ3hn2þhðn�1Þ2hn3Þdu � � �

R h
0 2h12h1n du � � �

R h
0 2h1ðn�1Þh1n du

^ � � � ^R h
0 2hn2hnn du � � �

R h
0 2hnðn�1Þhnn duR h

0 ðh1nh22þh12h2nÞdu � � �
R h

0 ðh1nh2ðn�1Þ þh1ðn�1Þh2nÞdu

^ � � � ^R h
0 ðh1nhn2þh12hnnÞdu � � �

R h
0 ðh1nhnðn�1Þ þh1ðn�1ÞhnnÞduR h

0 ðh2nh32þh22h3nÞdu � � �
R h

0 ðh2nh3ðn�1Þ þh2ðn�1Þh3nÞdu

^ � � � ^R h
0 ðh2nhn2þh22hnnÞdu � � �

R h
0 ðh2nhnðn�1Þ þh2ðn�1ÞhnnÞdu

^ � � � ^R h
0 ðhðn�1Þnhn2þhðn�1Þ2hnnÞdu � � �

R h
0 ðhðn�1Þnhnðn�1Þ þhðn�1Þðn�1ÞhnnÞdu

1CCCCCCCCCCCCCCCCCCCCCCCCA

,

V ¼ ðv11, . . . ,vnn,v12, . . . ,v1n,v23, . . . ,v2n, . . . ,vðn�1ÞnÞ
T,
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then the first n rows of C�1V give the estimator of r2ðtiÞ. Finally the estimator of rðtÞ can be obtained by spline
interpolation of brðtiÞ ði¼ 1, . . . ,kÞ.

When l41, the determinant of the above matrix rðtiÞ is zero, so rðtiÞ is singular. However, the parameter identification
method in Section 4.1.3 requires the non-singularity of rðtiÞ. Therefore, we present a new method, that is, constructing the
new matrix

r1ðtiÞ ¼

B1

B2

&

Bj

0BBBB@
1CCCCA,

where

Bi ¼

sði�1Þlþ1 0 � � � 0

sði�1Þlþ2 psði�1Þlþ2 � � � 0

^ ^ � � � ^

sil 0 � � � psil

0BBBB@
1CCCCA ði¼ 1, . . . ,jÞ

to adjust rðtiÞ. When p is small enough, r1ðtiÞ is quite close to rðtiÞ, and r1ðtiÞ is non-singular.
3. rðtiÞ is the lower triangular matrix.
When h tends to 0, EðYðtþhÞ�eAhYðtÞÞðYðtþhÞ�eAhYðtÞÞT � eAhCCTeAThh, thus,

CCT
¼ e�AhEðYðtþhÞ�eAhYðtÞÞðYðtþhÞ�eAhYðtÞÞTe�ATh=h:

In fact, A is the unknown parameter, but when h tends to 0 and A has the form in Section 3, the sub-matrices H11 and
H22 of eAh always approximate to the identity matrices, and H12 always approximates to the zero matrix, so

e�Ah �
H�1

11 0

� H�1
22

 !
,

so we have

rðtiÞrTðtiÞ ¼H�1
22 V22H�T

22 =h:

When rðtiÞ is the lower triangular matrix, estimating rðtiÞ means the Cholesky decomposition of H�1
22 V22H�T

22 =h, and the
decomposition is unique.

4.1.3. Parameter estimation when rðtÞ is the function of time

Eq. (6) can be expressed as

dY0ðtÞ ¼ Y1ðtÞdt,

dY1ðtÞ ¼ Y2ðtÞdt,

^

dYp�2ðtÞ ¼ Yp�1ðtÞdt,

dYp�1ðtÞ ¼ ½�ApY0ðtÞ� � � � �A1Yp�1ðtÞ�dtþrðtÞdWðtÞ, (21)

and

dYp�1ðtÞ ¼GðYp�1,tÞdtþrðtÞdWðtÞ:

Assume W(t) is an n-dimensional Brownian motion just as in Section 4.1.1, Zp�1ðtÞ ¼
R t

0 rðsÞdWðsÞ, Yð0Þ ¼ ðyT
0, . . . ,yT

p�1Þ
T.

Let us define probability measure ~PT and process ~WðtÞ ¼WðtÞ�
R t

0 r�1ðsÞGðZp�1,sÞds as in Section 4.1.1. If r�1ðtÞ exists and is
bounded, and let

Lt ¼ exp

Z t

0
ðr�1ðsÞGðZp�1,sÞÞT dWðsÞ�

1

2

Z t

0
Jr�1ðtÞGðZp�1,sÞJ2 ds

� �
,

then Lt is a martingale, and under the probability measure ~PT , f ~WðtÞ,0rtrTg is an n-dimensional Brownian motion.
So Eq. (6) has the weak solution for 0rtrT, and LT is the density, conditional on yp�1, of Yp�1(t) with respect to measure
Pyp�1

. Therefore, we could compute the conditional maximum likelihood estimators of the unknown parameters by
maximizing LT.

The logarithm likelihood function can be expressed as

logLT ¼

Z T

0
GT
ðrrTÞ

�1
ðsÞdzp�1ðsÞ�

1

2

Z T

0
GT
ðrrTÞ

�1
ðsÞG ds: (22)
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Differentiating Eq. (22) with respect to A1,y,Ap and setting the derivatives equal to zero give the exact maximum
likelihood estimators.

Assuming P=(A1,y,Ap) is the parameter of the CAR process defined in Section 2. Let ~YðtÞ ¼ ðzT
p�1ðtÞ, . . . ,z

T
0ðtÞÞ

T,
~YðtÞ ~Y

T
ðtÞ ¼ ða1ðtÞ, . . . ,anpðtÞÞRðtÞ ¼ ða1ðtÞ � ðrðtÞrTðtÞÞ�1, . . . ,anpðtÞ � ðrðtÞrTðtÞÞ�1

Þ
T, then the exact maximum likelihood

estimator of parameters is given by [16]

VecðbPÞ ¼ � Z T

0
RðtÞdt

� ��1

Vec

Z T

0
ðrðtÞrTðtÞÞ�1 dzp�1ðtÞ ~Y

T
ðtÞ

� �
, (23)

where Vecð�Þ is a column vector valued function listing the columns of the matrix in brackets one below the other and �
represents the Kronecker product.

4.2. Parameter estimation for the CARMA model

CARMA(p,q) process

XðpÞðtÞþA1Xðp�1Þ
ðtÞþ � � � þAp�1

_XðtÞþApXðtÞ ¼ r0ðtÞDWðtÞþ � � � þrqðtÞD
ðqþ1ÞWðtÞ (24)

can also be written in another state space form, namely, the ancillary variable model. The following is the detailed
description of the new form.

Introducing the ancillary variable s(t) so that

sðpÞðtÞþA1sðp�1ÞðtÞþ � � � þAp�1 _sðtÞþApsðtÞ ¼DWðtÞ,

rqðtÞs
ðqÞðtÞþ � � � þr0ðtÞsðtÞ ¼XðtÞ,

then the state variables are

~y1ðtÞ ¼ sðtÞ,

_~y 1ðtÞ ¼ ~y2ðtÞ ¼ _sðtÞ,

^

_~y pðtÞ ¼ sðpÞðtÞ ¼�Ap ~y1ðtÞ�Ap�1 ~y2ðtÞ�A1 ~ypðtÞþr0ðtÞDWðtÞ:

Assume that r0ðtÞ, . . . ,rqðtÞ are all continuous functions on the observed interval [0,T], therefore, there exists a sequence
{ti} of real numbers with 0¼ t0ot1o � � �otk ¼ T which can divide [0,T] into k consecutive subintervals T1,y,Tk, and riðtÞ is
approximately equal to a constant matrix on the subinterval Ti (i=1,y,k). Then Eq. (24) can be rewritten into the state-
space form on every interval Ti (i=1,y,k):

XðtÞ ¼ ðr0ðtiÞ,r1ðtiÞ, . . . ,rqðtiÞ,0, . . . ,0Þ ~YðtÞ,

d ~YðtÞ ¼A ~YðtÞdtþC dWðtÞ,

where C¼ ð0, . . . ,0,InÞ
T.

For the CARMA(2,1) model, we furthermore assume r0ðtÞ is a constant matrix, then its two state space models are
expressed respectively as follows.

(1) The undetermined coefficient model

XðtÞ ¼ ðIn,0ÞYðtÞ, (25)

dYðtÞ ¼AYðtÞdtþCðtÞdWðtÞ, (26)

where YðtÞ ¼ ðYT
0ðtÞ,Y

T
1ðtÞÞ

T denotes the 2n-dimensional column vector, Yi(t) (i=0,1) is the n-dimensional column vector,
CðtÞ ¼ ðbT

1ðtÞ,b
T
2ðtÞÞ

T and A¼ ð 0
�A2

In
�A1
Þ, b1ðtÞ ¼ r1ðtÞ, b2ðtÞ ¼ r0�A1r1ðtÞþ _r1ðtÞ:

(2) The ancillary variable model: Assume r1ðtÞ is the piecewise continuous function, the state-space model on every
interval Ti (i=1,y,k) is expressed by

XðtÞ ¼ ðr0,r1ðtiÞÞ
~YðtÞ, (27)

d ~YðtÞ ¼A ~YðtÞdtþC dWðtÞ, (28)

where C¼ ð0,InÞ
T.

4.2.1. Estimation for r1ðtÞ

Let us consider the undetermined coefficient model firstly. When h tends to zero and A has the form in
Section 3, the sub-matrices H11 and H22 of eAh always approximate to the identity matrices, and H21 approximates
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to zero matrix, so

e�Ah �
I 0

� H�1
22

 !
:

Just as in Section 4.1.2, we have

EðYðtþhÞ�eAhYðtÞÞðYðtþhÞ�eAhYðtÞÞT ¼

R h
0 b1ðtþuÞbT

1ðtþuÞdu
R h

0 f1ðb2ðtÞÞdtR h
0 f2ðb2ðtÞÞdt

R h
0 f3ðb2ðtÞÞdt

0@ 1A, (29)

where fiðb2ðtÞÞ ði¼ 1,2,3Þ denotes the function with respect to b2ðtÞ.
On the interval Ti, Eq. (29) can be estimated by

dr1ðtiÞrT
1ðtiÞh

R h
0 f1ðb2ðtiÞÞdtR h

0 f2ðb2ðtiÞÞdt
R h

0 f3ðb2ðtiÞÞdt

0@ 1A ¼ V11 V12

V21 V22

 !
:

Table 1
Damping matrices of the seven-storey frame structure (kN s/m).

Theoretical values

958 �481 0 0 0 0 0

�481 1127 �646 0 0 0 0

0 �646 1292 �646 0 0 0

0 0 �646 1292 �646 0 0

0 0 0 �646 1200 �554 0

0 0 0 0 �554 1108 �554

0 0 0 0 0 �554 554

Identified results: rL ¼ 1

958 �485 9 1 �13 11 �2

�481 1123 �638 2 �14 11 �2

0 �649 1299 �645 �11 9 �2

0 �4 �639 1294 �658 9 �2

14 �24 25 �662 1195 �530 �13

15 �25 25 �16 �560 1133 �567

16 �26 27 �18 �6 �528 541

Identified results: rL ¼ 2

962 �457 �46 43 �14 �20 14

�477 1151 �692 43 �14 �20 14

0 �651 1303 �641 �22 30 �17

0 �5 �636 1298 �669 31 �18

16 �28 33 �677 1224 �564 3

17 �30 35 �32 �530 1098 �551

�40 36 �126 167 �97 �491 513

Identified results: rL ¼ 3

965 �480 �10 10 2 �14 9

�475 1128 �657 11 2 �14 9

6 �646 1284 �637 1 �12 8

�2 2 �646 1289 �638 �5 2

�2 2 0 �650 1209 �559 2

�2 2 0 �4 �545 1103 �553

�36 97 �112 87 �18 �642 633

Identified results: rL ¼ 4

994 �489 59 �100 11 42 �8

�471 1133 �632 6 �39 36 �20

17 �655 1354 �599 75 27 �7

43 �53 �594 1318 �632 �5 �22

38 29 �9 �662 1217 �545 19

�26 24 68 �44 �560 1138 �551

�68 �26 89 �10 �54 �548 558
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However, in the above equations, except V11 ¼ r1ðtiÞrT
1ðtiÞh, the other equations are all nonlinear functions with respect to

the unknown parameters, which means we can get the parameters estimator easily only by solving V11=h¼ r1ðtiÞrT
1ðtiÞ.

4.2.2. Estimation for A
After obtaining the estimator of r1ðtiÞ, we can compute the state vector from the ancillary variable model on every

interval Ti, then the structural parameters can be estimated by the undetermined coefficient model just as in Section 4.1.1.

5. Simulations

To demonstrate the effectiveness and accuracy of the system identification methodology presented above, we carry out
some numerical simulations in Matlab on a seven-storey shear-building model with the following properties. The mass
matrix is M=diag(723 714, 686 091, 549 693, 549 693, 549 693, 549 693, 549 693) kg, with diagð�Þ designating diagonal
matrix. The viscous damping and stiffness matrices are shown respectively in the (2)–(8) rows of Tables 1 and 2.

5.1. Simulations by the CAR model

Assume that the random excitation is a continuous time white noise modulated by the uniformly modulated function,
then it is variance non-stationary with the variety of the uniformly modulated function. Now we assume the structure is
Table 2
Stiffness matrices of the seven-storey frame structure (105 N/m).

Theoretical values

6729 �3320 0 0 0 0 0

�3320 7309 �3989 0 0 0 0

0 �3989 7978 �3989 0 0 0

0 0 �3989 7978 �3989 0 0

0 0 0 �3989 7651 �3662 0

0 0 0 0 �3662 7324 �3662

0 0 0 0 0 �3662 3662

Identified results: rL ¼ 1

6743 �3344 32 �18 �9 15 �6

�3333 7293 �3955 �25 19 �11 2

�1 �3975 7964 �4017 48 �2 �15

�10 5 �3999 7990 �4005 13 �2

12 �16 �7 �3986 7675 �3694 15

12 �17 �10 32 �3685 7337 �3667

3 �26 33 �13 �4 �3663 3665

Identified results: rL ¼ 2

6727 �3313 �12 13 �9 1 1

�3322 7316 �4001 13 �9 1 2

�8 �3974 7960 �3984 7 �4 0

�8 16 �4008 7983 �3982 �4 0

0 �3 18 �4021 7674 �3671 2

0 �3 19 �33 �3638 7315 �3660

28 �56 74 �71 54 �3687 3667

Identified results: rL ¼ 3

6730 �3322 2 �4 4 0 �1

�3319 7307 �3987 �4 4 0 �1

1 �3991 7980 �3992 3 0 �1

0 �4 �3981 7972 �3986 �3 2

0 �5 8 �3995 7654 �3665 2

0 �5 9 �7 �3659 7321 �3660

28 �61 55 �12 20 �3716 3694

Identified results: rL ¼ 4

6729 �3322 2 0 �1 2 �1

�3320 7307 �3986 0 �1 2 �1

0 �3991 7980 �3989 �1 2 �1

0 �2 �3987 7978 �3990 2 �1

�2 2 4 �3997 7657 �3667 3

�2 2 4 �8 �3655 7318 �3659

�2 2 4 �9 7 �3668 3666
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Fig. 1. Displacement response at the 1st floor of the seven-storey frame structure.
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Fig. 2. Modulated functions at the 1st floor of the seven-storey frame structure. The left represents theoretical values and the right represents identified

results.

Table 3
Natural frequencies and damping ratios of the seven-storey frame structure.

Mode Theoretical values Identified results: rL ¼ 1

Frequency (Hz) Damping ratio (%) Frequency (Hz) Damping ratio (%)

1 0.8483 0.0040 0.8467 0.0042

2 2.4303 0.0116 2.4287 0.0116

3 3.9407 0.0190 3.9407 0.0189

4 5.2585 0.0249 5.2569 0.0249

5 6.2818 0.0302 6.2818 0.0303

6 7.3100 0.0357 7.3100 0.0356

7 8.1853 0.0410 8.1853 0.0410

X.L. Du, F.Q. Wang / Journal of Sound and Vibration 329 (2010) 4294–4312 4305
excited by the variance non-stationary time-uncorrelated Gaussian random force, then its structural dynamic equation can
be described by the CAR(2) model.

In the simulation process, the continuous-time Gaussian white noise is generated by dW(t)/dt, where W(t) is a standard
Brownian motion. The uniformly modulated function is a continuous function with respect to the time t. Its value
determines not only the oscillation level of the random excitation but also the amplitude of the displacement of a system.
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In the simulation, the value of the uniformly modulated function is controlled by the allowed maximum displacement of
the structure. The selection of the simulation time lies on the estimation of the uniformly modulated function. In this paper
we assume that the uniformly modulated function is a piecewise smooth function, the length of each period is set to 1 s. By
Table 4
Natural frequencies and damping rations of the seven-storey frame structure: rL ¼ 2,3,4.

Mode rL ¼ 2 rL ¼ 3 rL ¼ 4

Frequency (Hz) Damping ratio (%) Frequency (Hz) Damping ratio (%) Frequency (Hz) Damping ratio (%)

1 0.8467 0.0038 0.8483 0.0047 0.8467 0.0067

2 2.4287 0.0120 2.4287 0.0116 2.4303 0.0130

3 3.9407 0.0184 3.9391 0.0195 3.9407 0.0197

4 5.2553 0.0249 5.2585 0.0253 5.2569 0.0266

5 6.2834 0.0300 6.2898 0.0305 6.2755 0.0312

6 7.3052 0.0363 7.3100 0.0365 7.3100 0.0364

7 8.1917 0.0409 8.1869 0.0408 8.1981 0.0403

Table 5
Modal shapes of the seven-storey frame structure.

Theoretical values

1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

1.9650 1.5186 0.6898 �0.3537 �1.3721 �2.5784 �3.7487

2.6723 1.3413 �0.2961 �0.8160 0.3334 3.8121 9.3820

3.2751 0.7331 �1.0317 �0.0504 1.3226 �0.8952 �11.7416

3.7499 �0.1107 �0.8953 0.7911 �0.5301 �2.9964 10.0041

4.1074 �0.9910 0.0776 0.4109 �1.3075 4.2168 �6.0956

4.2901 �1.5246 0.9791 �0.6428 0.9753 �1.9422 2.0475

Identified results: rL ¼ 1

1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

1.9632 1.5191 0.6926 �0.3536 �1.3628 �2.4880 �3.6429

2.6698 1.3407 �0.3001 �0.8222 0.3181 3.6684 9.3796

3.2736 0.7319 �1.0431 �0.0400 1.2920 �0.9014 �11.8009

3.7490 �0.1158 �0.9049 0.7998 �0.5093 �2.8394 10.1204

4.1064 �1.0018 0.0763 0.4089 �1.2600 4.0007 �6.2625

4.2898 �1.5388 0.9836 �0.6480 0.9504 �1.8171 2.1423

Identified results: rL ¼ 2

1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

1.9652 1.5188 0.6906 �0.3525 �1.3728 �2.5869 �3.8808

2.6731 1.3418 �0.2948 �0.8175 0.3382 3.8022 9.6704

3.2765 0.7334 �1.0319 �0.0521 1.3154 �0.9028 �12.1998

3.7518 �0.1110 �0.8977 0.7928 �0.5428 �3.0247 10.4943

4.1094 �0.9923 0.0766 0.4152 �1.3039 4.2407 �6.3540

4.2916 �1.5267 0.9822 �0.6421 0.9803 �1.9267 2.3636

Identified results: rL ¼ 3

1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

1.9648 1.5185 0.6904 �0.3534 �1.3822 �2.5761 �3.7162

2.6717 1.3412 �0.2954 �0.8147 0.3514 3.8085 9.3278

3.2740 0.7331 �1.0318 �0.0486 1.3274 �0.8913 �11.6723

3.7481 �0.1106 �0.8966 0.7894 �0.5552 �2.9913 10.0123

4.1049 �0.9911 0.0758 0.4064 �1.3014 4.2120 �6.1406

4.2865 �1.5250 0.9784 �0.6445 1.0083 �1.9332 2.1992

Identified results: rL ¼ 4

1.0000 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000

1.9650 1.5186 0.6891 �0.3537 �1.3723 �2.5708 �3.7494

2.6723 1.3412 �0.2973 �0.8164 0.3340 3.8062 9.3894

3.2752 0.7329 �1.0329 �0.0509 1.3227 �0.8923 �11.7601

3.7500 �0.1109 �0.8960 0.7910 �0.5308 �2.9868 10.0371

4.1076 �0.9913 0.0789 0.4103 �1.3093 4.1956 �6.0867

4.2904 �1.5248 0.9821 �0.6442 0.9749 �1.9371 2.0666
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the spline interpolation, we obtain the estimator of the uniformly modulated function. However, for the spline interpolation
method, too much or too little datum will affect the calculation accuracy, so we take the simulation time for about 30 s. The
simulated time history of the displacement response at the 1st floor of the seven-storey frame structure in 30 s is shown in
Fig. 1, the sampling period is 0.001 s. From Fig. 1, we can see that the non-stationarity is evident in terms of variance.

In order to identify stiffness and damping matrices, we first need to estimate the uniformly modulated functions. The
theoretical and identified uniformly modulated functions at the 1st floor are shown in Fig. 2. As observed from Fig. 2, the
identified uniformly modulated function hardly differs from the theoretical curve. The maximum relative error in
identifying the uniformly modulated function is less than 9 percent.

In simulation process, we also introduce the time history of wind velocity (denoted as rL) in order to consider the
spatial correlation of wind load.

The theoretical damping matrix of the building is presented in rows (2)–(8) of Table 1 for comparison. The identified
results, when rL varies from 1 to 4, are presented in the rest rows. As one would expect that these identified results are
very close to the theoretical values too.

The analogous results are true for the stiffness matrices. Table 2 shows the theoretical values and the identified results.
It is observed from Tables 1 and 2 that these identified results agree well with the theoretical values. For all cases, the

maximum error in identifying the stiffness is less than 0.9 percent, whereas the maximum error in identifying the damping
is also less than 5 percent.

To gain a further insight into the modal parameters, we carry out the eigenvalue analysis method after obtaining the
physical parameters of the building. The theoretical frequencies and damping ratios of the building are presented in
columns (2) and (3) of Table 3 for comparison. The identified frequencies and damping ratios for rL ¼ 1 are presented in
columns (4) and (5). As shown in Table 3, these identified results are very close to the theoretical values. For all cases, the
maximum error in identifying the natural frequencies is less than 0.2 percent, whereas the maximum error in identifying
the damping ratio is also rather small and is less than 5 percent.

The identified frequencies and damping ratios, when rL varies from 2 to 4, are presented in columns (2)–(7) of Table 4.
It is observed from Tables 3 and 4 that these identified results are very close to the theoretical values. Compared with
Table 3, when rL varies from 2 to 4, it is gradually decreased in identification efficiency. But for all cases, the maximum
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Fig. 3. Modal shapes of seven-storey frame structure. Solid line represents the theoretical values and � represents the identified results. It denotes, from

(a) to (g) respectively, the 1–7th modal shapes.
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Table 6
Damping matrices of the seven-storey frame structure corrupted by noise (kN s/m).

SNR=85

1238 �580 80 �102 �2 �57 43

�585 1492 �823 �42 28 �14 �8

�19 �751 1600 �763 43 28 �75

4 34 �694 1444 �642 �9 �20

�28 �5 �58 �679 1413 �643 12

8 �29 32 0 �696 1364 �658

14 29 �112 �58 71 �672 778

SNR=90

1062 �504 24 �20 �29 58 �13

�530 1274 �769 60 �66 23 �12

6 �646 1383 �709 �51 72 �24

�54 36 �681 1404 �676 16 �28

�29 39 �29 �692 1385 �700 23

31 �52 52 �53 �579 1307 �619

21 4 �57 �15 22 �647 685

SNR=100

1022 �534 15 40 �19 0 4

�441 1220 �761 36 94 �97 3

�7 �664 1350 �684 10 45 �42

�9 0 �610 1231 �620 21 6

�33 50 20 �670 1240 �580 �20

�39 8 �44 �12 �507 1149 �586

�17 �69 77 �52 15 �568 598

SNR=110

1032 �477 �8 21 �90 26 19

�447 1133 �610 �49 �21 �13 44

27 �633 1281 �647 �5 �43 34

�37 20 �688 1388 �639 4 �26

�36 40 �24 �629 1204 �569 �16

66 �92 12 29 �571 1161 �564

�29 90 �57 48 �53 �565 612

SNR=120

1032 �472 �19 �47 73 �98 55

�501 1188 �650 �64 5 �29 19

�34 �674 1355 �651 65 �49 �5

�44 44 �636 1244 �559 �54 12

�36 11 �52 �609 1249 �566 7

14 7 �40 52 �649 1189 �552

10 27 �101 22 �18 �551 632

X.L. Du, F.Q. Wang / Journal of Sound and Vibration 329 (2010) 4294–43124308
error in identifying the natural frequencies is less than 0.2 percent, whereas the maximum error in identifying the damping
ratio is also rather small. However, the larger the time history of the wind velocity becomes, the larger the maximum
identified error is.

The rows of (2)–(8) in Table 5 present the theoretical modal shapes for comparison. The identified results are presented
in the remaining rows of Table 5. The identified results agree well with the theoretical values. We can also reach the
conclusion from Fig. 3.

In order to check the robustness of this method, Gaussian random disturbance forces are added to the response datum.
The simulation results show that when the signal-noise-ratio (SNR) is higher than 85 dB, the approach is robust. The
identified damping and stiffness matrices, when SNR varies from 85 to 120 dB, are presented in Tables 6 and 7. It is
observed from Tables 6 and 7 that with the increase of SNR, these identified results are more and more close to the
theoretical values, and eventually stabilize at the theoretical values. The result can be concluded from Fig. 4, which show
the 2nd modal shape when SNR varies from 30 to 150 dB.
5.2. Simulation by the CARMA model

Assuming the structure is excited by the covariance non-stationary Gaussian random force, then its structural dynamic
equation can be described by the CARMA(2,1) model. The theoretical and identified uniformly modulated functions are
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Table 7
Stiffness matrices of the seven-storey frame structure corrupted by noise (105 N/m).

SNR=85

6737 �3314 �2 �29 20 �18 22

�3312 7298 �3957 �28 �20 26 �6

�4 �3988 7972 �3984 �1 11 �12

2 7 �4011 7984 �3983 11 �10

10 �10 10 �4002 7658 �3658 �2

5 4 �28 29 �3666 7304 �3647

14 �44 66 �53 37 �3672 3657

SNR=90

6751 �3332 1 �2 10 2 �9

�3328 7329 �3997 �14 22 �26 13

12 �4003 7986 �3985 �14 �10 15

15 12 �4036 8018 �4002 �2 6

�5 0 8 �4001 7658 �3652 �8

14 �23 3 22 �3686 7330 �3660

5 �11 13 �12 �8 �3634 3646

SNR=100

6715 �3295 �25 9 8 �13 7

�3324 7313 �4006 34 �22 �15 18

17 �4002 7989 �3991 �8 �5 8

�23 18 �3999 7996 �4010 13 �5

13 �13 8 �4001 7678 �3691 11

�8 10 �8 14 �3681 7340 �3669

14 �16 35 �48 36 �3684 3669

SNR=110

6736 �3334 44 �40 �1 �5 12

�3313 7288 �3957 �12 �10 5 0

�7 �3983 7975 �4000 14 13 �17

16 �1 �4008 7978 �3976 �2 0

2 �6 23 �4013 7656 �3669 10

20 �15 6 11 �3686 7324 �3651

2 �7 0 16 �31 �3618 3637

SNR=120

6720 �3299 �17 6 �11 �8 17

�3328 7312 �3976 �11 �18 23 �9

�5 �3983 7967 �3984 0 19 �19

18 �14 �3996 7994 �3999 8 �4

15 �21 23 �4015 7674 �3674 4

�18 27 �38 29 �3674 7311 �3647

23 �44 55 �42 36 �3685 3667

1 2 3 4 5 6 7
–2

–1

0

1

2

3

4

5

SNR=30,40

SNR=50–150

Fig. 4. The 2nd modal shape of seven-storey frame structure corrupted by noise. SNR varies from 30 to 150 dB. ‘�’ represents the theoretical values.
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shown in Fig. 5. As observed from Fig. 5, the identified uniformly modulated function hardly differ from the theoretical
curves, but the identified errors become larger compared with the identified results from the CAR(2) model.

The identified damping matrix by the CARMA model is presented in Table 8. It is observed from Tables 1 and 8 that the
identified results are very close to the theoretical values. However, we also see that the identified precision declines
compared with that of the CAR model. The analogous results are true for the stiffness matrices. The identified results are
presented in Table 9.
0 1 2 3
–0.1

0

0.1

0 1 2 3
0

0.1

0.2

0 1 2 3
0

0.1

0.2

0 1 2 3
–0.2

0

0.2

0 1 2 3
0

0.1

0.2

0 1 2 3
0

0.1

0.2

0 1 2 3
–0.2

0

0.2

0 1 2 3
0

0.1

0.2

0 1 2 3
0

0.1

0.2

0 1 2 3
–0.2

0

0.2

0 1 2 3

x 104 ms

0

0.1

0.2

0 1 2 3
–0.2

0

0.2

0 1 2 3
–0.2

0

0.2

0 1 2 3

x 104 ms

–0.2

0

0.2

Fig. 5. Modulated functions of seven-storey frame structure. The left represents the theoretical values and the right represents identified results.

Table 8
Identified damping matrix of the seven-storey frame structure by the CARMA model (kN s/m).

1019 �523 54 16 �118 76 �9

�442 1207 �601 �44 �50 �42 50

12 �580 1265 �646 39 �24 9

�38 6 �756 1494 �697 �10 10

�111 72 �94 �552 1156 �572 12

137 �72 11 �63 �612 1236 �548

3 60 �85 81 �149 �469 670
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Table 9
Identified stiffness matrix of the seven-storey frame structure by the CARMA model (105 N/m).

6721 �3327 74 �90 28 6 �2

�3299 7266 �3937 �19 �27 40 �22

�1 �3952 7896 �3953 38 �18 �8

38 �33 �3929 7856 �3905 �39 22

17 2 8 �3962 7576 �3637 8

�7 25 �22 �18 �3583 7199 �3597

�30 20 �37 50 �42 �3591 3609

Table 10
Natural frequencies and damping ratios of the seven-storey frame structure by the CARMA model.

Mode Theoretical values Identified results

Frequency (Hz) Damping ratio (%) Frequency (Hz) Damping ratio (%)

1 0.8483 0.0040 0.8372 0.0116

2 2.4303 0.0116 2.4287 0.0165

3 3.9407 0.0190 3.9232 0.0245

4 5.2585 0.0249 5.2362 0.0253

5 6.2818 0.0302 6.2627 0.0316

6 7.3100 0.0357 7.2559 0.0384

7 8.1853 0.0410 8.1344 0.0417
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The identified frequencies and damping ratios are presented in columns (4) and (5) of Table 10. It is observed that these
identified results are very close to the theoretical values. For all cases, the maximum error in identifying the natural
frequencies is rather small, whereas the maximum error in identifying the damping ratio is relatively bigger, especially for
the low-frequency situations.

6. Conclusion

A new time-domain CARMA method using response-only data is proposed in this paper. The system parameters include
the damping parameters as well as the stiffness parameters of a structure. The proposed method is able to estimate the
stiffness and damping properties directly.

Although the CARMA model has been widely used in the traditional modal identification procedures, most of them need
to transform the continuous model into a discrete one and then identify modal parameters, which can lead to a low
computing efficiency. Our method overcomes the deficiency to a certain extent. And the new identification method is
robust when SNR is higher than 85 dB.

Although the method has the advantages mentioned above, many deficiencies can be found. The inevitable deficiency is
that the method can identify parameters efficiently only when the random excitation is a Gaussian process, but in practical
applications most of the random excitations are not Gaussian. Therefore, further study is still needed in the future.
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